
















Global EM benchmark 803

Figure 20. Real and imaginary parts of the radial component of the magnetic field for benchmark case 5 l = 2 m = 2 at a single period (4 d). The first (vertical)
column corresponds to the real part of the magnetic fields. The colourbar at the top corresponds to the real part. The first (horizontal) row is the imaginary part.
The colourbar at the bottom corresponds to the imaginary part. The lower triangle are the differences between the real parts from different codes. The upper
triangle are the differences between the imaginary parts from different codes. The diagonal is empty. The colour scales used for the differences have the same
ranges as the corresponding real/imag parts but they are shifted to be centred around zero.

Figure 21. Real and imaginary parts of the φ-component of the magnetic field for benchmark case 5 l = 6 m = 4 at a single period (4 d). The first (vertical)
column corresponds to the real part of the magnetic fields. The colourbar at the top corresponds to the real part. The first (horizontal) row is the imaginary part.
The colourbar at the bottom corresponds to the imaginary part. The lower triangle are the differences between the real parts from different codes. The upper
triangle are the differences between the imaginary parts from different codes. The diagonal is empty. The colour scales used for the differences have the same
ranges as the corresponding real/imag parts but they are shifted to be centred around zero.
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804 A. Kelbert et al.

Figure 22. Real and imaginary parts of the θ -component of the magnetic field for benchmark case 5 l = 6 m = 4 at a single period (4 d). The first (vertical)
column corresponds to the real part of the magnetic fields. The colourbar at the top corresponds to the real part. The first (horizontal) row is the imaginary part.
The colourbar at the bottom corresponds to the imaginary part. The lower triangle are the differences between the real parts from different codes. The upper
triangle are the differences between the imaginary parts from different codes. The diagonal is empty. The colour scales used for the differences have the same
ranges as the corresponding real/imag parts but they are shifted to be centred around zero.

Figure 23. Real and imaginary parts of the radial component of the magnetic field for benchmark case 5 l = 6 m = 4 at a single period (4 d). The first (vertical)
column corresponds to the real part of the magnetic fields. The colourbar at the top corresponds to the real part. The first (horizontal) row is the imaginary part.
The colourbar at the bottom corresponds to the imaginary part. The lower triangle are the differences between the real parts from different codes. The upper
triangle are the differences between the imaginary parts from different codes. The diagonal is empty. The colour scales used for the differences have the same
ranges as the corresponding real/imag parts but they are shifted to be centred around zero.
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Global EM benchmark 805

Figure 24. Real and imaginary parts of the φ-component of the magnetic field for benchmark case 5 l = 12 m = 8 at a single period (4 d). The first (vertical)
column corresponds to the real part of the magnetic fields. The colourbar at the top corresponds to the real part. The first (horizontal) row is the imaginary part.
The colourbar at the bottom corresponds to the imaginary part. The lower triangle are the differences between the real parts from different codes. The upper
triangle are the differences between the imaginary parts from different codes. The diagonal is empty. The colour scales used for the differences have the same
ranges as the corresponding real/imag parts but they are shifted to be centred around zero.

Figure 25. Real and imaginary parts of the θ -component of the magnetic field for benchmark case 5 l = 12 m = 8 at a single period (4 d). The first (vertical)
column corresponds to the real part of the magnetic fields. The colourbar at the top corresponds to the real part. The first (horizontal) row is the imaginary part.
The colourbar at the bottom corresponds to the imaginary part. The lower triangle are the differences between the real parts from different codes. The upper
triangle are the differences between the imaginary parts from different codes. The diagonal is empty. The colour scales used for the differences have the same
ranges as the corresponding real/imag parts but they are shifted to be centred around zero.
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806 A. Kelbert et al.

Figure 26. Real and imaginary parts of the radial component of the magnetic field for benchmark case 5 l = 12 m = 8 at a single period (4 d). The first (vertical)
column corresponds to the real part of the magnetic fields. The colourbar at the top corresponds to the real part. The first (horizontal) row is the imaginary part.
The colourbar at the bottom corresponds to the imaginary part. The lower triangle are the differences between the real parts from different codes. The upper
triangle are the differences between the imaginary parts from different codes. The diagonal is empty. The colour scales used for the differences have the same
ranges as the corresponding real/imag parts but they are shifted to be centred around zero.

Table 5. Radial background conductivity model used as
a base for model 6.

Depths (km) Conductivities (S m−1)

0–400 0.01
400–650 0.1

650–2871 2.0
2871–6371 500 000

again mostly focused around continent edges. These errors seem to
have a latitudinal dependence.

In conclusion of our discussion, we also present these same results
rotated back to geographic coordinates. These are illustrated in
Figs 30–32. We can see that upon rotation, the effect of the P0

1 source
is dominant in the real parts of the tangential field components.
However, the relative errors in the solutions are not significantly
affected by rotation.

9 T E C H N I C A L D E TA I L S F O R A L L
S O LU T I O N S

Table 6 summarizes the contribution of each solution to different
models.

It is worth noting that for all synthetic special cases presented
in this study, the methods based on integral equation formulation
(IE; KUV, KOY, and SUN) require significantly shorter CPU times
than those of the full-Earth FE scheme (FE; RIB), full-Earth finite
difference scheme (FD; KEL) and of the SHFE methods (SHFE;
MAR, VEL). The CPU times of the FD method are comparable
to those of SHFE schemes at similar accuracy levels (here, they
are higher due to enhanced FD accuracy and resolution presented
in this paper). On the other hand, the IE methods tend to require
significantly more resources as the heterogeneous model domain
is expanded to include all of Earth’s mantle, while the computa-
tional requirements of the FD scheme are determined based on the
numerical grid and will never exceed those presented in this pa-
per even for a fully heterogeneous Earth. A major advantage of
SHFE is a very modest memory requirement compared to the other
methods.

By design of this study, all authors, independently, chose to stop
their codes at the tolerance that they found appropriate to pro-
duce a sufficiently accurate solution. Since higher tolerance typ-
ically corresponds to higher accuracy and longer run times, this
setting needs to be taken into account when model solutions and
run times are compared. For this reason, we include information
about the tolerance settings, where relevant, into the technical detail
Tables 7–13.
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Figure 27. Real and imaginary parts of the φ-component of the magnetic field for benchmark case 6 at a single period (6 hr) in geomagnetic coordinates.
The first (vertical) column corresponds to the real part of the magnetic fields. The colourbar at the top corresponds to the real part. The first (horizontal)
row is the imaginary part. The colourbar at the bottom corresponds to the imaginary part. The lower triangle are the differences between the real parts from
different codes. The upper triangle are the differences between the imaginary parts from different codes. The diagonal is empty. The colour scales used for the
differences have the same ranges as the corresponding real/imag parts but they are shifted to be centred around zero.

Figure 28. Real and imaginary parts of the θ -component of the magnetic field for benchmark case 6 at a single period (6 hr) in geomagnetic coordinates.
The first (vertical) column corresponds to the real part of the magnetic fields. The colourbar at the top corresponds to the real part. The first (horizontal)
row is the imaginary part. The colourbar at the bottom corresponds to the imaginary part. The lower triangle are the differences between the real parts from
different codes. The upper triangle are the differences between the imaginary parts from different codes. The diagonal is empty. The colour scales used for the
differences have the same ranges as the corresponding real/imag parts but they are shifted to be centred around zero.
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808 A. Kelbert et al.

Figure 29. Real and imaginary parts of the radial component of the magnetic field for benchmark case 6 at a single period (6 hr) in geomagnetic coordinates.
The first (vertical) column corresponds to the real part of the magnetic fields. The colourbar at the top corresponds to the real part. The first (horizontal)
row is the imaginary part. The colourbar at the bottom corresponds to the imaginary part. The lower triangle are the differences between the real parts from
different codes. The upper triangle are the differences between the imaginary parts from different codes. The diagonal is empty. The colour scales used for the
differences have the same ranges as the corresponding real/imag parts but they are shifted to be centred around zero.

Figure 30. Real and imaginary parts of the φ-component of the magnetic field for benchmark case 6 at a single period (6 hr) in geographic coordinates. The
first (vertical) column corresponds to the real part of the magnetic fields. The colourbar at the top corresponds to the real part. The first (horizontal) row is
the imaginary part. The colourbar at the bottom corresponds to the imaginary part. The lower triangle are the differences between the real parts from different
codes. The upper triangle are the differences between the imaginary parts from different codes. The diagonal is empty. The colour scales used for the differences
have the same ranges as the corresponding real/imag parts but they are shifted to be centred around zero.
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Global EM benchmark 809

Figure 31. Real and imaginary parts of the θ -component of the magnetic field for benchmark case 6 at a single period (6 hr) in geographic coordinates. The
first (vertical) column corresponds to the real part of the magnetic fields. The colourbar at the top corresponds to the real part. The first (horizontal) row is
the imaginary part. The colourbar at the bottom corresponds to the imaginary part. The lower triangle are the differences between the real parts from different
codes. The upper triangle are the differences between the imaginary parts from different codes. The diagonal is empty. The colour scales used for the differences
have the same ranges as the corresponding real/imag parts but they are shifted to be centred around zero.

Figure 32. Real and imaginary parts of the radial component of the magnetic field for benchmark case 6 at a single period (6 hr) in geographic coordinates.
The first (vertical) column corresponds to the real part of the magnetic fields. The colourbar at the top corresponds to the real part. The first (horizontal)
row is the imaginary part. The colourbar at the bottom corresponds to the imaginary part. The lower triangle are the differences between the real parts from
different codes. The upper triangle are the differences between the imaginary parts from different codes. The diagonal is empty. The colour scales used for the
differences have the same ranges as the corresponding real/imag parts but they are shifted to be centred around zero.
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810 A. Kelbert et al.

Table 6. Contributions of individual codes to the benchmark.

Abbrev. References Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

KEL Uyeshima & Schultz (2000); Kelbert et al. (2008) Yes Yes Yes Yes Yes Yes
KOY Koyama et al. (2006) Yes Yes Yes Yes Yes Yes
KUV Kuvshinov (2008) Yes Yes Yes Yes Yes Yes
MAR Martinec (1999) Yes Yes Yes Yes Yes Yes
RIB Ribaudo et al. (2012) Yes Yes Yes — — Yes
SUN Sun & Egbert (2012) Yes Yes — — — Yes
VEL Velı́mský & Martinec (2005) Yes Yes Yes Yes Yes Yes

Table 7. Summary of technical details for finite difference solution by Uyeshima & Schultz (2000) (as modified by Kelbert et al. 2008) for different models.
Numerical grid (in the form of Nφ × Nθ × Nr) stands for a number of volume cells used to obtain the solution. This number includes 17 air layers of
the computational grid, and 8 layers representing the ‘thinsheet’. CPU time is the maximum over the four frequencies, given for a single 2.6 GHz AMD
Opteron(TM) 6238 processor. However, in practice the code is run in parallel (parallelized by frequency with MPI). The Fortran 90 code is compiled by
Portland Group 12.2 64-bit compiler with options ‘-O3 -fastsse -mp -tp=istanbul-64’. Note that the achieved solution tolerance is very different depending
on whether or not the secondary field formulation (SFF) or the full 3-D forward computation (FWD) was performed. This is because the 1-D structure is not
included in the iterative scheme for SFF. Here, we include both values, where appropriate. Nevertheless, the accuracies of the resultant solutions are so similar,
that this paper only presents one or the other—typically, SFF, if computed; run times are also similar between these two methods. The convergence criterion
(used to control the iterative scheme) is less strongly dependent on the method we employ. The number of iterations stated in this table is the number of calls to
divergence correction, averaged between the four frequencies. For Model 5, all values are representative for this class of models, averaged between the three
model configurations.

Model Numerical grid CPU time Tolerance Convergence criterion N of div. corr. Memory requirements
(SFF/FWD) (SFF/FWD) (Mb)

Model 1 360 × 180 × 98 7 hr 10−3/10−29 10−6/10−7 45 8516
Model 2 360 × 180 × 98 6 hr 10−3/10−27 10−6/10−7 32 8516
Model 3 360 × 180 × 119 7 hr –/10−30 –/10−8 25 9290
Model 4 360 × 180 × 119 6.5 hr –/10−30 –/10−8 21 9290
Model 5 360 × 180 × 98 1.5 hr 10−3/– 10−6/– 10 8516
Model 6 360 × 180 × 98 7.5 hr 10−4/– 10−7/– 23 8516

Table 8. Summary of technical details for CIE solution by Kuvshinov (2008) for different models. Numerical grid (in a form of Nφ × Nθ × Nr) stands for a
number of volume cells used to obtain the solution. CPU time is for a single frequency for a single core processor on dual-core 2.8 GHz AMD Opteron 2220
processor. The code is written in Fortran 77 and compiled by Intel 13.0 compiler with no optimization flags. The resulting system of equations Ax = b is solved
by Krylov subspace iterations. Tolerance defines the threshold to stop the iterations; in other words it is assumed that the approximation to the solution, x(n), is
obtained once the following inequality holds: ||Ax(n) − b||/||b|| < ε.

Model Numerical grid Overall CPU time CPU time CPU time Tolerance No. of iterations Memory requirements
(CIE) (Green’s fn) (Mb)

Model 1 360 × 180 × 1 2 min 2 s 9 s 1 min 47 s 10−4 11 355
Model 2 360 × 180 × 1 2 min 2 s 9 s 1 min 47 s 10−4 11 355
Model 3 180 × 90 × 12 56 min 9 min 43 min 10−4 17 14 400
Model 4 360 × 180 × 4 45 min 6 min 37 min 10−4 9 6400
Model 5 360 × 180 × 2 13 min 10 s 11 min 10−4 11 1600
Model 6 360 × 180 × 1 2 min 2 s 9 s 1 min 47 s 10−4 11 355

Table 9. Summary of technical details for CIE solution by Koyama et al. (2006) for different models. Numerical grid (in a form of Nφ × Nθ × Nr) stands for
a number of volume cells used to obtain the solution. SPH degree is a truncation degree of spherical harmonic expansion. The code is written in Fortran 77
and compiled by gfortran compiler with no optimization flags. CPU time is for a single processor core on the laptop PC with a 2.6GHz Dual-Core Intel Core
i5 processor in the 6 hr period case.

Model Numerical grid SPH degree Overall CPU time CPU time CPU time Tolerance No. of iterations Memory requirements
(CIE) (Green’s fn) (Mb)

Model 1 360 × 180 × 1 230 6 min 4.5 min 1.5 min 10−7 26 2300
Model 2 360 × 180 × 1 230 9 min 7.5 min 1.5 min 10−7 48 2300
Model 3 360 × 180 × 24 135 68 min 67 min 1 min 10−7 31 3240
Model 4 360 × 180 × 20 120 65 min 64 min 1 min 10−7 40 2740
Model 5 360 × 180 × 5 100 7 min 6.5 min 0.5 min 10−7 19 1320
Model 6 360 × 180 × 1 150 2 min 1.5 min 0.5 min 10−7 13 1420

9.1 Finite difference solution (KEL)

At the core of the code, which is written in Fortran 90, is the
efficient finite difference forward solver written by Uyeshima &
Schultz (2000). While the code has been in general heavily mod-

ified for inversion by Kelbert et al. (2008), the forward solver
is functionally identical to the Uyeshima & Schultz (2000) orig-
inal code, modified by Toh et al. (2002). The system Ax = b
is solved with a stabilized version of the biconjugate gradient
method [BiCGStab; Toh et al. (2002)], with periodic ‘divergence
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Global EM benchmark 811

Table 10. Summary of technical details for CIE solution by Sun & Egbert (2012) for different models. Numerical grid (in a form of Nφ × Nθ × Nr) stands for
numbers of surface cells used to obtain the solution. The system matrix equation Ax = b is solved with Krylov subspace iterations. The Krylov iteration stops
when ||Ax̂ − b||/||b|| < ε, where x̂ is the approximate solution, and ε is the stopping tolerance. The code is written in MATLAB. The CPU time is measured
under MATLAB R2012a for a single processor core on an Apple iMac desktop with a 2.8 GHz Quad-Core Intel Core i5 processor.

Model Numerical grid Overall CPU time CPU time CPU time Tolerance No. of iterations Memory requirements
(CIE) (Green’s fn) (Mb)

Model 1 360 × 180 × 1 30 min 10 s 30 min 10−6 25 358
Model 2 360 × 180 × 1 30 min 10 s 30 min 10−6 25 358
Model 6 360 × 180 × 1 30 min 11 s 30 min 10−6 25 358

Table 11. Summary of technical details for SHFE-FD solution by Martinec (1999) for different models. Spatial
resolution is given by spherical harmonic truncation degree jmax, and number of layers kmax. CPU time is reported
for a single 2.0 GHz x86-64 processor. The Fortran 77 code was compiled by Intel Fortran Compiler v 13.0.1
with default optimization. The number of iterations was fixed, and the resulting tolerance (relative error of the
right-hand side of the linear system) was always 10−4 or less.

Model jmax kmax CPU time N of iterations Memory requirements (Mb)

Model 1 40 132 2 hr 101 940
Model 2 40 132 2 hr 101 940
Model 3 40 151 2.5 hr 101 1230
Model 4 40 96 1.5 hr 101 500
Model 5 40 123 2 hr 101 820
Model 6 40 148 2.5 hr 101 1190

Table 12. Summary of technical details for SHFE-TD solution by Velı́mský & Martinec (2005) for different
models. Spatial resolution is given by spherical harmonic truncation degree jmax, and number of layers kmax. The
time-step �t is selected according to the period T. CPU time is reported for a single 2.0 GHz x86-64 processor,
and post-processing (in particular, Fourier transform of the results) is excluded. The Fortran 90 code was compiled
by Intel Fortran Compiler v 13.0.1 with default optimization, and using Intel Math Kernel Library v 11.0 for
LAPACK subroutines.

Model jmax kmax �t No. of time steps CPU time Memory requirements (Mb)

Model 1 40 132 T/6000 60 000 1.7 hr 140
Model 2 40 132 T/6000 60 000 1.7 hr 140
Model 3 40 151 T/6000 60 000 2.3 hr 180
Model 4 40 96 T/6000 60 000 1.2 hr 75
Model 5 40 123 T/6000 60 000 1.7 hr 120
Model 6 40 148 T/6000 60 000 2.3 hr 170

Table 13. Summary of technical details for FE solution by Ribaudo et al. (2012) for different models. Number
of nodes and cells reflects cumulative adaptive refinements for all four frequencies. Reported runtime is wall
clocktime, not charged CPU time, for all frequencies run sequentially, including mesh generation and refinement.
Tolerance refers to maximum allowed relative error in each cell for potentials, not fields. It is defined by the
program setting ‘errlim’, which is set at 0.003 for this study. This means that, in every cell of the mesh, each
variable has an error less than 0.3 per cent of the value of that variable within the cell. Errors higher than this will
trigger adaptive refinement of the mesh. All models are run with four simultaneous CPU threads, using the default
parallelization of FlexPDE 6.19 package on a MacPro running Windows Vista with two 2.80 GHz x64 quad-core
processors.

Model Nodes Cells Runtime Tolerance Memory requirements (MB)

Model 1 473 058 348 181 3.8 hr 10−3 4 108 812
Model 2 726 394 534 065 142 hr 10−3 25 810 521
Model 3 124 207 91 698 17.9 hr 10−3 3 262 615
Model 6 471 328 344 337 169 hr 10−3 18 054 692

corrections’ [see Uyeshima & Schultz (2000)]. The divergence cor-
rection procedure is called at least once every 60 BiCGStab itera-
tions. The stopping criterion requires that one of the two conditions
of either 1) the convergence criterion

√
||x (n) − x (n−1)||/||x (n)|| < δ,

or 2) tolerance ||Ax(n) − b||/||b|| < ε are achieved. In practice, ε =
1e-30 to protect against numerical saturation, and the convergence

criterion δ is used to tighten or relax the accuracy of the solution,
as shown in Table 7.

Finite difference methods do not have an inherent preference for
smooth models over sharp model contrasts, or vice versa, however
the numerical solution converges faster for smooth models. Ac-
curate representation of complicated geometries with a structured
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812 A. Kelbert et al.

finite difference grid requires high resolution and cranks up the
computational requirements. For a regular latitude/longitude grid,
accuracy increases as we get away from the poles, where conver-
gence is worst.

Any remaining artifacts (e.g. see Fig. 2b at the North pole) may
be eliminated completely if the solution is allowed to converge
further. They are amplified if the convergence criteria are relaxed.
We are not certain that this is an inherent feature of staggered-grid
finite difference approach, since the South pole—which is also a
singularity—does not seem to exhibit this behaviour. Whether a
feature or a bug, this issue does not seem to affect mid-latitude
results. Instead, the solutions at the mid-latitudes (and specifically
at the conductive/resistive interfaces) are essentially unaffected by
the convergence criteria, if these are varied within a reasonable
range.

9.2 Integral equation solutions (KUV, KOY, and SUN)

Table 8 lists the gridding, convergence and computational loads of
IE code by Kuvshinov (2008) for different models.

Table 9 lists the gridding, convergence and computational loads
of integral equation solution by Koyama et al. (2006) for different
models. SPH degree is the truncation degree of spherical harmonic
expansions to be used in the code for the mode expansions (de-
tails in Koyama et al. 2013). The maximum degree of the spherical
harmonics as well as the spherical Bessel functions depends on the
arguments to be calculated numerically, that is, the background con-
ductivity structure and the frequency. Thus the SPH degree differs
in each model.

Table 10 lists the gridding, convergence and computational loads
of integral equation solution by Sun & Egbert (2012) for different
models.

Methods based on integral equation with a contracting kernel
allow for an efficient and accurate simulation of EM fields both
in smooth models, and models with sharp contrasts. The conver-
gence to the solution is very fast irrespectively of the conductivity
contrasts, and run times are from small to moderate. The solvers
based on this approach work equally well for models with simple
and complicated geometries.

9.3 SHFE solutions (MAR, VEL)

Tables 11–12 list the respective gridding, convergence and com-
putational loads of the frequency-domain and time-domain SHFE
solutions by Martinec (1999) and Velı́mský & Martinec (2005) for
different models.

SHFE methods are good at representing smooth model variations
with a handful of basis functions, but dealing with sharp contrasts
(such as the ocean/continent interfaces) is problematic. We have ex-
perimented with various techniques to suppress the ringing artifacts
in the scenarios with sharp conductivity contrasts. These included
linear and cosine tapering of conductivities across the interfaces, or
a least-squares projections of the (logarithm of) conductivity into
the space spanned by spherical harmonics. However, while ringing
was ameliorated, these changes lead to increased systematic shifts of
the solutions compared to other techniques. Therefore, we decided
to leave the ringing untreated in all presented results.

The semi-analytical solution for the nested-sphere model 3 pre-
sented in Section 5 was obtained at truncation degree jmax = 24.

9.4 Finite element solution (RIB)

Table 13 lists the gridding, convergence and computational loads
of the FE solution by Ribaudo et al. (2012) for different models.
Each model is staged in order of decreasing period, because higher
frequencies usually require finer mesh. The FE mesh is adaptively
refined for each frequency and then passed on for use in the fol-
lowing stage. The numbers in the table reflect the cumulative totals
from all four frequencies.

FE methods provide an unprecedented degree of geometric flex-
ibility, including grid adaptation, and are therefore good at repre-
senting complicated structures and sharp contrasts; however, con-
vergence is slow for complicated geometries and requires large run
times for accuracy.

1 0 C O N C LU S I O N S

We have presented a careful benchmark exercise for a very hetero-
geneous set of seven global electromagnetic induction modelling
codes, including three CIE formulations, two SHFE solutions, a
regular staggered-grid FD method and an adaptive grid FE solu-
tion. We have employed a set of synthetic examples of varying
complexity to assess their performance and relative consistency.

The three codes based on CIE concept are shown to be highly ef-
ficient for all synthetic examples, and compare well between them-
selves as well as to the other solvers in all regions of the globe
including poles. The two key components of any CIE formulation
are the computation of the Green’s tensor and the numerical so-
lution of CIE, respectively. In the code of Koyama et al. (2006,
KOY), the main computational load goes to the numerical solution
of CIE, whereas in the codes by Kuvshinov (2008, KUV) and Sun
& Egbert (2012, SUN) the Green’s tensor computation is the most
time-consuming part of the codes. This feature puts the latter two
codes at a computational advantage when repeated numerical solu-
tions are required, such as for solving source and/or conductivity
inverse problems. Indeed, as long as the background model remains
unchanged, Green’s tensors only need to be computed once, and
may be reused for multiple sources, as well as for varying electrical
conductivity distributions.

In contrast to FD and FE formulations that solve sparse matrix
systems, the CIE codes work with dense matrices (with all entries
filled), but these matrices are much more compact than matrices
used in FD and FE codes. The reason for compactness is that in
the CIE codes the modelling region is confined only to the spheri-
cal layers that contain the inhomogeneities, whereas in the FD and
FE codes one has to discretize a much larger volume in the ra-
dial direction in order to enable the decay (or stabilization) of the
fields at the upper and lower boundaries of the domain. Also note
that the CIE matrices do not require preconditioning irrespective of
discretization, frequency and contrasts of conductivity. Because of
this, for local geometries, FD code by Kelbert et al. (2008, KEL)
and FE code by Ribaudo et al. (2012, RIB) are much more com-
putationally demanding than CIE formulations. This is no longer
true when the computational domain is expanded to include a fully
heterogeneous Earth’s mantle. The computational requirements of
CIE surge rapidly with the expanded size of the model domain, re-
sulting in run times more comparable to Kelbert et al. (2008, KEL)
and in very demanding memory requirements for Green’s tensor
computation and storage in Kuvshinov (2008, KUV). Note that the
3-D CIE code of Koyama et al. (2006, KOY) is not as demanding
in terms of memory requirements.
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FD code by Kelbert et al. (2008, KEL) based on Uyeshima &
Schultz (2000) is equally efficient with local and globally distributed
contrasts, but requires high grid resolution to resolve sharp contrasts
and complicated geometries. At the resolution and accuracy levels
considered in this manuscript, the FD results compare well to those
of the other solvers and do not exhibit any noticeable artifacts. At
lower accuracy levels, convergence is poorest at the poles, however
the solutions at the model contrasts are not affected, and computa-
tional requirements drop significantly.

The FE solution of Ribaudo et al. (2012, RIB) tends to intro-
duce significant errors where structures are present, and noise away
from the heterogeneities. It is also one of the most computation-
ally demanding approaches out of those considered in this paper.
While adaptive grid FE approach provides an unprecedented degree
of geometric flexibility, the use of general-purpose modelling soft-
ware presents its challenges. Even though the modelling algorithm
can be guided by user-adjustable settings, the ability to optimize
the algorithm for solving the induction equation in particular is not
available, resulting in longer run times than would be necessary with
purpose-built code. In particular, the run times for the computations
presented in the paper have been insufficient to provide adequately
accurate solutions.

SHFE methods Martinec (1999, MAR) and Velı́mský & Mar-
tinec (2005, VEL) tend to be most accurate away from sharp con-
trasts, which also introduce global ringing effects in SHFE solu-
tions, but are otherwise equally efficient with all model types. Like
CIE codes and Ribaudo et al. (2012, RIB), they do not suffer from
discretization problems at the poles. They are tailored to scenar-
ios where both the source field and the observed induced field are
parametrized globally by spherical harmonic functions. Such base
is a natural choice for processing of satellite observations recorded
along low-altitude polar orbits. On the other hand, interpretation of
coastal observatory data by global SHFE modelling could be bi-
ased by significant modelling errors. The single-frequency periodic
regime is not a typical scenario for the deployment of the time-
domain method, as its run times scale linearly with the length of
the time series. Nevertheless, it provides results comparable to the
frequency-domain method using the same spatial discretization.

Our analysis has provided an overview of the magnitude of nu-
merical errors in these global electromagnetic modelling codes that
are otherwise very difficult to constrain. These findings should be
taken into account when these codes are used in practice.

Overall, we conclude that even though these methods are all
very different in their numerical approaches and implementation, all
modelling results are reasonably consistent with each other, suggest-
ing that (with reservations discussed above) these solutions are all
equally valid in approaching the problem of global electromagnetic
induction, and may be employed for practical global geomagnetic
inversion.

A C K N OW L E D G E M E N T S

Kelbert acknowledges the support of NASA grant NNX08AG04G.
Kelbert also thanks the authors of the original forward solver
Makoto Uyeshima and Adam Schultz for giving her access to their
code, and Jin Sun for access to his 1-D forward modelling code
in Matlab which helped develop and test the secondary field for-
mulation. Kuvshinov acknowledges the support of Russian Foun-
dation for Basic Research under grant No. 13-05-12111. Ribaudo
acknowledges the support of Scripps Institution of Oceanography,
and NASA Headquarters under the NASA Earth and Space Science

Fellowship Program – Grant NNX07AQ94H. Velimsky acknowl-
edges the support of the Grant Agency of Czech Republic, Project
No. P210/11/1366.

R E F E R E N C E S

Avdeev, D.B. & Knizhnik, S., 2009. 3D integral equation modeling with a
linear dependence on dimensions, Geophysics, 74, 89–94.

Avdeev, D.B., Kuvshinov, A., Pankratov, O. & Newman, G., 2000. 3-D EM
modelling using fast integral equation approach with Krylov subspaces
accelerator, in Proceedings of the 2nd EAGE Conference and Techni-
cal Exhibition, Vol. 2, 2nd EAGE Conference and Technical Exhibition,
Scotland.

Avdeev, D.B., Kuvshinov, A., Pankratov, O. & Newman, G.A., 2002. Three-
dimensional induction logging problems, Part I: an integral equation so-
lution and model comparisons, Geophysics, 67(2), 413–426.

Christensen, U. et al., 2001. A numerical dynamo benchmark, Phys. Earth
planet. Inter., 128(14), 25–34.

Egbert, G.D. & Kelbert, A., 2012. Computational recipes for electromagnetic
inverse problems, Geophys. J. Int., 189, 251–167.

Everett, M.E. & Schultz, A., 1995. Geomagnetic induction in eccentrically
nested spheres, Phys. Earth planet. Inter., 92(3-4), 189–198.

Everett, M.E. & Schultz, A., 1996. Geomagnetic induction in a heterogenous
sphere: azimuthally symmetric test computations and the response of an
undulating 660-km discontinuity, J. geophys. Res. (Solid Earth), 101(B2),
2765–2783.

Everett, M.E., Constable, S.C. & Constable, C.G., 2003. Effects of near-
surface conductance on global satellite induction responses, Geophys. J.
Int., 153(1), 277–286.

Fainberg, E., Kuvshinov, A. & Singer, B., 1990. Electromagnetic induction
in a spherical Earth with non-uniform oceans and continents in electric
contact with the underlying medium, I. Theory, method and example,
Geophys. J. Int., 102, 273–281.

Fainberg, E.B. & Zinger, B., 1980. Electromagnetic induction in a nonuni-
form spherical model of the Earth, Ann. Geophys., 36, 127–134.

Fujii, I. & Schultz, A., 2002. The 3D electromagnetic response of the earth to
ring current and auroral oval excitation, Geophys. J. Int., 151(3), 689–709.

Hamano, Y., 2002. A new time-domain approach for the electromagnetic
induction problem in a three-dimensional heterogeneous earth, Geophys.
J. Int., 150, 753–769.

Hursan, G. & Zhdanov, M., 2002. Contraction integral equation method
in three-dimensional electromagnetic modeling, Radio Science, 37,
doi:10.1029/2001RS002513.

Karato, S.-I., 1990. The role of hydrogen in the electrical conductivity of
the upper mantle, Nature, 347, 272–273.

Karato, S.-I., 2011. Water distribution across the mantle transition zone and
its implications for global material circulation, Earth planet. Sci. Lett.,
301(3-4), 413–423.

Kelbert, A., Egbert, G.D. & Schultz, A., 2008. Non-linear conjugate gradient
inversion for global EM induction: resolution studies, Geophys. J. Int.,
173(2), 365–381.

Kelbert, A., Schultz, A. & Egbert, G.D., 2009. Global electromagnetic in-
duction constraints on transition-zone water content variations, Nature,
460(7258), 1003–1006.

Koyama, T., Shimizu, H. & Utada, H., 2002. Possible effects of lateral
heterogeneity in the D′′ layer on electromagnetic variations of core origin,
Phys. Earth planet. Inter., 129, 99–116.

Koyama, T., Shimizu, H., Utada, H., Ichiki, M., Ohtani, E. & Hae, R., 2006.
Water content in the mantle transition zone beneath the North Pacific
derived from the electrical conductivity anomaly, AGU Geophys Monogr
Ser., 168, 171–179.

Koyama, T., Utada, H. & Avdeev, D.B., 2008. Fast and memory-saved 3-D
forward modeling code for MT by using integral equation method, in
Abstract Book, Proceedings of the 19th Workshop on Electromagnetic
induction in the Earth, China.

Koyama, T., Khan, A. & Kuvshinov, A., 2013. Three-dimensional electrical
conductivity structure beneath Australia from inversion of geomagnetic

 at U
SG

S L
ibraries on A

ugust 3, 2015
http://gji.oxfordjournals.org/

D
ow

nloaded from
 

http://gji.oxfordjournals.org/


814 A. Kelbert et al.

observatory data: evidence for lateral variations in transition-zone temper-
ature, water content and melt, Geophys. J. Int., doi: 10.1093/gji/ggt455.

Kuvshinov, A., 2008. 3-D Global induction in the oceans and solid earth:
recent progress in modeling magnetic and electric fields from sources of
magnetospheric, ionospheric and oceanic origin, Surv. Geophys., 29(2),
139–186.

Kuvshinov, A. & Semenov, A., 2012. Global 3-D imaging of mantle elec-
trical conductivity based on inversion of observatory C-responses–I. An
approach and its verification, Geophys. J. Int., 189(3), 1335–1352.

Kuvshinov, A., Avdeev, D.B. & Pankratov, O., 1999. Global induction by
Sq and Dst sources in the presence of oceans: bimodal solutions for non-
uniform spherical surface shells above radially symmetric Earth models
in comparison to observations, Geophys. J. Int., 137(3), 630–650.

Kuvshinov, A., Avdeev, D.B., Pankratov, O., Golyshev, S.A. & Olsen, N.,
2002. Modelling electromagnetic fields in 3D spherical Earth using fast
integral equation approach, in 3D Electromagnetics, Chapter 3, pp. 43–54,
eds Zhdanov, M.S. & Wannamaker, P.E., Elsevier.

Kuvshinov, A., Utada, H., Avdeev, D.B. & Koyama, T., 2005. 3-D mod-
elling and analysis of Dst C-responses in the North Pacific Ocean region,
revisited, Geophys. J. Int., 160(2), 505–526.

Mackie, R.L., Smith, J.T. & Madden, T.R., 1994. 3-Dimensional electromag-
netic modeling using finite-difference equations—the magnetotelluric ex-
ample, Radio Sci., 29(4), 923–935.

Martinec, Z., 1989. Program to calculate the spectral harmonic expansion
coefficients of the two scalar fields product, Comput. Phys. Commun.,
54(1), 177–182.

Martinec, Z., 1998. Geomagnetic induction in multiple eccentrically nested
spheres, Geophys. J. Int., 132, 96–110.

Martinec, Z., 1999. Spectral-finite element approach to three-dimensional
electromagnetic induction in a spherical Earth, Geophys. J. Int., 136,
229–250.

Medin, A.E., Parker, R.L. & Constable, S.C., 2007. Making sound inferences
from geomagnetic sounding, Phys. Earth planet. Inter., 160(1), 51–59.

Miensopust, M.P., Queralt, P. & Jones, A.G. the 3D MT modellers, 2013.
Magnetotelluric 3-d inversion—a review of two successful workshops
on forward and inversion code testing and comparison, Geophys. J. Int.,
193(3), 1216–1238.

Pankratov, O., Avdeev, D.B. & Kuvshinov, A., 1995. Electromagnetic field
scattering in a homogeneous Earth: a solution to the forward problem,
Phys. Solid. Earth, 31, 201–209.

Pankratov, O., Kuvshinov, A. & Avdeev, D.B., 1997. High-performance
three-dimensional electromagnetic modeling using modified Neumann
series. Anisotropic case, J. Geomag. Geoelectr., 49, 1541–1547.

Qin, Y., Capdeville, Y., Maupin, V., Montagner, J.-P., Lebedev, S. & Beucler,
E., 2008. Spice benchmark for global tomographic methods, Geophys. J.
Int., 175(2), 598–616.

Ribaudo, J.T., Constable, C.G. & Parker, R.L., 2012. Scripted finite element
tools for global electromagnetic induction studies, Geophys. J. Int., 188,
435–446.

Semenov, A. & Kuvshinov, A., 2012. Global 3-D imaging of mantle con-
ductivity based on inversion of observatory C -responses-II. Data analysis
and results, Geophys. J. Int., doi: 10.1111/j.1365-246X.2012.05665.x.

Singer, B.S., 1995. Method for solution of Maxwell’s equations in non-
uniform media, Geophys. J. Int., 120(3), 590–598.

Singer, B.S., 2008. Electromagnetic integral equation approach based on
contraction operator and solution optimization in Krylov subspace, Geo-
phys. J. Int., 175(3), 857–884.

Singer, B.S. & Fainberg, E.B., 1995. Generalization of the iterative dissi-
pative method for modeling electromagnetic fields in nonuniform media
with displacement currents, J. appl. Geophys., 34, 41–46.

Singer, B.S. & Fainberg, E.B., 1997. Fast and stable method for 3D modeling
of electromagnetic field, Explor. Geophys., 34, 130–135.

Spada, G. et al., 2011. A benchmark study for glacial isostatic adjustment
codes, Geophys. J. Int., 185(1), 106–132.

Sun, J. & Egbert, G.D., 2012. A thin-sheet model for global electromagnetic
induction, Geophys. J. Int., 189(1), 343–356.
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